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Using a modified sparse temporal sampling fMRI technique, we
examined both shared and distinct neural correlates of singing and
speaking. In the experimental conditions, 10 right-handed subjects
were asked to repeat intoned (“sung”) and non-intoned (“spoken”)
bisyllabic words/phrases that were contrasted with conditions
controlling for pitch (“humming”) and the basic motor processes
associated with vocalization (“vowel production”). Areas of activa-
tion common to all tasks included the inferior pre- and post-central
gyrus, superior temporal gyrus (STG), and superior temporal sulcus
(STS) bilaterally, indicating a large shared network for motor
preparation and execution as well as sensory feedback/control for
vocal production. The speaking more than vowel-production contrast
revealed activation in the inferior frontal gyrus most likely related to
motor planning and preparation, in the primary sensorimotor cortex
related to motor execution, and the middle and posterior STG/STS
related to sensory feedback. The singing more than speaking contrast
revealed additional activation in the mid-portions of the STG (more
strongly on the right than left) and the most inferior and middle
portions of the primary sensorimotor cortex. Our results suggest a
bihemispheric network for vocal production regardless of whether the
words/phrases were intoned or spoken. Furthermore, singing more
than humming (“intoned speaking”) showed additional right-
lateralized activation of the superior temporal gyrus, inferior central
operculum, and inferior frontal gyrus which may offer an explanation
for the clinical observation that patients with non-fluent aphasia due
to left hemisphere lesions are able to sing the text of a song while they
are unable to speak the same words.

© 2006 Elsevier Inc. All rights reserved.

Introduction

Recent studies have challenged the classical view of the
existence of distinct cerebral modules for music and language
processing by showing activation of language specific areas with
musical tasks (Binder et al., 1997; Griffiths et al., 1999; Binder
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et al., 2000; Maess et al., 2001; Koelsch et al., 2002; Gaab et al.,
2003; Griffiths, 2003; Patel, 2003; Tillman et al., 2003; Koelsch
et al., 2004). In particular, the posterior part of the inferior
frontal gyrus commonly thought to contain Broca’s area and to
be involved in speech production, has been found to be activated
by various musical tasks, among them pitch and rhythm dis-
crimination, pitch memory, and musical syntax (Binder et al.,
1997; Platel et al., 1997, 1998; Maess et al., 2001; Koelsch et al.,
2002, 2005; Griffiths, 2003; Gaab et al., 2003; Patel, 2003).
However, this sharing of neural substrates between musical and
language tasks conflicts with clinical reports that emphasize a
double disassociation between singing and speaking. For
instance, it has been reported that patients with Broca’s aphasia
are able to sing the lyrics of a song better than they can speak
the same words (Gerstman, 1964; Geschwind et al., 1968;
Geschwind, 1971; Sparks et al., 1974; Yamadori et al., 1977;
Brust, 2003). It has been argued that one of the reasons this
phenomenon occurs is due to the fact that the left hemisphere is
more engaged in propositional speech while the right hemisphere
shows greater involvement with automatic or non-propositional
speech such as counting or singing familiar songs (Lum and
Ellis, 1994).

Brain imaging and lesion studies have shown left hemi-
sphere lateralization for language perception and production
(Petersen et al., 1988; Caplan et al., 1995; Caplan et al., 1998;
Burton et al., 2000; Wise et al., 2001). On the other hand,
some aspects of music such as melody or meter perception, and
spectral processing of musical stimuli have been shown to be
processed more by the right hemisphere (Zatorre et al., 1994;
Binder et al., 1997; Griffiths et al., 1999; Hugdahl et al., 1999;
Zatorre and Belin, 2001) while other aspects such as temporal
processing of musical stimuli have been shown to be mediated
more by the left hemisphere (Peretz, 1990; Belin et al., 1998;
Schuppert et al., 2000; Zatorre and Belin, 2001). Overall, music
processing may rely more on a bihemispheric network including
(but not limited to) the superior temporal gyrus and sulcus, the
inferior and superior parietal lobule as well as the inferior
frontal gyrus and other parts of the premotor cortex (Schuppert
et al., 2000; Gaab et al., 2001; Zatorre and Belin, 2003; Patel,
2005).
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This greater bihemispheric organization for musical function
may be the key to understanding why patients with left frontal
lesions can sing the lyrics of a song, but cannot speak the words
(Gerstman, 1964; Geschwind et al., 1968; Geschwind, 1971;
Sparks et al., 1974; Yamadori et al., 1977; Brust, 2003), and thus,
could support the hypothesis that there are two possible routes to
the articulation of words: (1) a normal language-based route via the
left hemisphere, and (2) a singing-based or melodically-intoned
route that is either bihemispheric or via the right hemisphere. Some
empirical data support a bihemispheric role for the execution and
sensorimotor control of vocal production in both singing and
speaking (Guenther et al., 1998; Jeffries et al., 2003; Brown et al.,
2004) although there seems to be greater left lateralization for
speaking under normal physiological conditions. Consistent with
these findings are results of studies with Transcranial Magnetic
Stimulation (TMS). When applied in an inhibitory mode to the left
inferior frontal cortex in normal right-handed subjects, TMS can
cause speech interference while the same stimulation to the right
homologous region does not interfere significantly with either
speech or singing (Epstein et al., 1999; Stewart et al., 2001).

Examining the productive components of music and language
presents an obvious challenge for functional imaging studies. Most
imaging studies have used covert speech/language tasks in which
subjects are instructed to silently recall or express spoken phrases
in order to overcome problems inherent in using an overt speaking
task in the MR scanner environment (Hinke et al., 1993; Herholz
etal., 1996; Ryding et al., 1996; Wildgruber et al., 1996; Ackermann
et al., 1998; Friedman et al., 1998; Wildgruber et al., 2001; Perani
et al., 2003; Sabbah et al., 2003; Peck et al., 2004). However,
several studies have shown that overt and covert speaking tasks
actually result in different activation patterns suggesting that
covert speech (i.e., suppressed overt speech) might lead to a
different or lesser activation pattern, particularly in the sensory
feedback regions than that of overt speech (Bookheimer et al.,
1995; Barch et al., 1999; Huang et al., 2002; Aziz-Zadeh et al.,
2005; Shuster and Lemieux, 2005).

In order to successfully employ an overt vocalization task in the
MR scanner environment, several challenges must be overcome.
First, jaw and head movements caused by articulation can interfere
with image acquisition and may be difficult to correct (Birn et al.,
1998). Second, the offline analysis of subjects’ recorded responses
can be difficult due to the potential interaction between the scanner
noise and the responses themselves. For imaging the overt
articulation tasks in this study, we modified a sparse temporal
sampling method previously used for auditory perceptual experi-
ments (Gaab et al., 2003). In addition to allowing the stimulus
presentation and articulated response to occur during the silent
period preceding image acquisition, this modified sparse temporal
sampling method eliminates the intra- and inter-acquisition effects
of scanner noise by having a long repetition time (TR) and a short
acquisition time (TA), and by acquiring stacks of axial slices with
specific delay times following the subject’s vocalization in order to
capture the peak hemodynamic response (Hall et al., 1999; Belin
etal., 1999; Eden et al., 1999; Talavage et al., 1999; Hall et al., 2000;
Gaab et al., 2003).

The major aim of the present study was to examine the shared and
distinct neural substrates of overt singing and speaking using the
same words/phrases for both conditions. Based on the imaging and
lesion studies mentioned above, we hypothesized that there would
be a large overlap in the neural representations of singing and
speaking with only a few small regions showing distinct activations

for either task. Our design improves upon previous studies
examining the neural correlates of singing and speaking by (1)
using the same bisyllabic words/phrases for both the singing and
speaking tasks, (2) using more closely-matched control conditions
than previous experiments, and by (3) employing a modified sparse
temporal sampling method that allowed us to effectively use
production tasks in the scanner and capture subjects’ peak
hemodynamic response.

Participants and methods
Participants

Ten right-handed volunteers, five males and five females (mean
age=24.2+8.51) without any neurological, psychiatric, or hearing
problems participated in this study. None of our subjects were
professional singers or were singing in a choir. This study was
approved by the Institutional Review Boards of Boston University
(BU) and Beth Israel Deaconess Medical Center (BIDMC). All
subjects gave written informed consent and received monetary
compensation for their participation in the study.

Experimental stimuli and paradigm

A set of 20 bisyllabic words/phrases were recorded by a native
speaker of English using Adobe Audition 1.5 software (Adobe,
San Jose, CA). The set consisted of words and phrases that are
commonly used in everyday life. Recordings were done at a rate of
one syllable per second and subjects were instructed to repeat
whatever they heard at that same rate. We specifically chose this
response rate because we will apply this experimental paradigm to
a group of aphasic patients and run between-group comparisons.

In each trial, subjects heard an auditory stimulus followed by a
pause of 1.79 s and a short “ding” with a duration of 0.31 s. The
“ding” was used as an auditory cue to indicate that the subject
should repeat what they had just heard. The pause was inserted
prior to the cue in order to increase the delay time between the
auditory presentation of the stimuli and the MR acquisition after
the subject’s response. Considering the timing of this design (see
Fig. 1), the actual perception of the words/phrases had little or
no effect on the activation elicited by the reproduction of the
words/phrases.

Our experimental design consisted of two experimental
conditions, intoned (singing) or non-intoned (speaking) bisyllabic
words/phrases, and three control conditions. In the speaking
condition, subjects heard bisyllabic phrases (e.g., “wake up”) or
words (e.g., “money”) and were asked to repeat exactly what they
have heard immediately after the auditory cue. In the singing
condition, subjects heard bisyllabic words or phrases melodically
intoned on two different pitches (separated by a minor third). In the
humming control condition, subjects heard the same two pitches
used in the singing condition hummed in either an ascending or
descending manner, and were asked to repeat what they had heard
immediately after the auditory cue. In the vowel production control
condition, subjects heard a spoken vowel pair (e.g., “ah-ah”, “oh-
oh” as in “go”, or “00-00" as in “zo0”) with minimal intonation or
inflection, and were asked to repeat those vowels at the same rate
of one vowel per second after the auditory cue. In the silence (rest)
condition, subjects heard no stimulus, but were asked to take a
breath after the auditory cue to simulate their preparation for
the other conditions. Before undergoing fMRI, all subjects spent
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Fig. 1. The delay between subject’s responses and the onset of the MR acquisition was varied by shifting the experimental tasks within the 15 s time frame. This
jittering resulted in sets of axial images with delays of 3.5, 4.5, 5.5, and 6.5 s for the first image in the stack of axial slices in relation to the auditory cue.

approximately 20 min being familiarized with the stimuli and
experimental design and practicing the tasks. Subjects were
instructed to keep their eyes closed throughout the imaging
session.

fMRI scanning

Functional Magnetic Resonance Imaging (fMRI) was per-
formed on a GE 3.0 T whole-body MRI scanner A gradient-echo
EPI-sequence with an effective repetition time (TR) of 15 s, an
echo time (TE) of 25 ms, an acquisition time (TA) of 1.75 s, and a
matrix of 64x64 was used for functional imaging. Using a
midsagittal scout image, a total of 28 axial slices with a voxel size
of 3.8 x3.8 x4 were acquired over 1.75 s after each trial. Initiation
of the first set of 28 slices was synchronized with the stimulus
presentation using Presentation software version 7.2.6 (Neurobe-
havioral Systems, Albany, CA). Stimuli were presented binaurally
via scanner-compatible headphones. The order in which conditions
were presented was randomized across trials. Although the TR
was constant at 15 s, the delay between subject’s responses and the
onset of the MR acquisition was varied by moving the
experimental tasks within the 15 s time frame (see Fig. 1). This
jittering resulted in sets of axial images with delays of 3.5, 4.5,
5.5, and 6.5 s after the auditory cue for the first image in the stack
of axial slices (for more details on this jittering approach, see Gaab
et al., 2003). By combining the data from these four jitter points,
we were able to capture the peak hemodynamic response within
the brain while allowing for timing differences between subjects
and brain regions.

Each run was comprised of a total of 20 stimuli (divided equally
among the five conditions). Each of the four imaging time points
(ITP) was sampled at least 24 times across all runs. Subjects’
responses were recorded using a microphone and SoundEditl16
software (Macromedia, San Francisco, CA) for further offline
analysis. Offline analyses included verification of subjects’
responses after each trial (using the audio recordings from the
experiments), an assessment of subjects’ delay times in responding

after the auditory cue, and an evaluation of subjects’ adherence to
the required response rate of one syllable per second.

fMRI data analysis

fMRI data were analyzed using the SPM99 software package
(Institute of Neurology, London, UK) including realignment,
spatial normalization, and smoothing using an isotropic Gaussian
kernel (8 mm full-width at half-maximum). Condition and subject
effects were estimated according to the general linear model
(Friston, 2002). Each scan was scaled in proportion to its global
intensity in order to remove the effect of global differences in
scan intensity. Low-frequency drifts were removed using a
temporal high-pass filter with a cutoff of 179 s (as suggested
by the SPM software). A box-car function was applied to the
fMRI time series with an epoch length of one. No temporal
derivatives were applied. Because of the nature of the sparse
temporal sampling design, we did not convolve our data with the
hemodynamic response function (HRF) nor apply a low-pass
filter (Gaab et al., 2003).

In order to determine whether the peak hemodynamic response
was being captured in each subject, a region of interest (ROI) was
drawn bilaterally in the inferior precentral gyrus (IPCG) on a
spatially standardized anatomical data set using the MRIcro
software (version 1.37, Rorden and Brett, 2000). The IPCG was
chosen since it had the strongest and most robust activation across
all subjects. This ROI (volume of 12.5 cc on either hemisphere)
was then superimposed on the beta images of each time point for
each subject using the singing vs. silence and speaking vs. silence
contrasts. The mean beta values were transformed into z scores
separately for each condition and each subject. Fig. 2 shows the
hemodynamic response in the inferior precentral gyrus across all
subjects for the two experimental conditions. As illustrated by this
figure, the delay times allowed us to capture the peak of the
hemodynamic response.

By combining all individual imaging time points, a design matrix
was modeled to examine the condition effects for each subject
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Fig. 2. The ROI analysis of the inferior precentral gyrus showed that the
peak hemodynamic response was captured for both singing>silence and
speaking>silence conditions with the delayed imaging employed in this
experiment.

separately. Each experimental and control condition was contrasted
with the silence condition. In addition, the following contrasts were
calculated: singing vs. speaking, singing vs. humming, and speaking
vs. vowel production for each subject.

The contrast images for each subject were entered into a
random effects analysis. One-sample ¢ tests were calculated from
SPM contrast images for each of the four active conditions
(singing, speaking, humming, and vowel production) vs. the
silence condition. A threshold of P<0.05 (FDR corrected for
multiple comparisons) was applied. For the direct comparisons
between the active tasks, we applied a mask in order to limit the
search volume to the voxels that showed activation in the active vs.
silence comparisons. The speaking more than silence contrast was
chosen for this mask since it had the largest volume of activation.
The mask image was generated from the positive voxels of the
speaking more than silence contrast at a threshold of P<0.005
(uncorrected). We chose to use this liberal mask in order to include
as many voxels as possible in the mask image, then applied it to the

paired ¢ tests determining significant differences between singing
vs. speaking, singing vs. humming, and speaking vs. vowel pro-
duction comparisons. In order to decrease the possibility of
accepting false-positive clusters, only clusters of six or more
contiguous voxels were included in the analysis (Forman et al.,
1995).

In a preliminary analysis, we compared words with phrases for
both the singing and speaking conditions in order to determine
whether there would be any differences in the activation pattern.
No differences between phrases and words were observed at a
threshold P<0.001 (uncorrected).

In order to examine the hemispheric laterality effects of the
singing vs. speaking contrasts, an ROI was drawn on a spatially
standardized anatomical data set using MRIcro representing the
superior temporal gyrus on either side (volume of 16.8 cc on
each side). This ROI was then superimposed on each subject’s
SPM timage for the singing vs. speaking contrast. Using a
paired ¢ test, we examined the mean ROI ¢ score to determine
whether there was a significant difference between the right and
left STG.

Results
Behavioral data

Offline analysis of the subjects’ responses recorded during the
fMRI experiment indicated that all subjects responded appro-
priately and used the required response rate. The average response
time after the auditory cue was 0.688 (SD=0.189) s.

fMRI data

Contrasting each condition with silence

In a second-level analysis, speaking (Fig. 3a) and singing
(Fig. 3b) conditions, each contrasted with the silence condition,
showed bilateral activation in the inferior pre- and postcentral
gyrus, the inferior frontal gyrus including Brodmann’s areas 44
and 45, the middle and posterior portions of the superior temporal

Fig. 3. (a) Speaking>silence contrast (P<0.05, FDR corrected, extent threshold=6 voxels). (b) Singing>silence contrast (P<0.05, FDR corrected, extent
threshold=6 voxels). (¢) Humming>silence contrast (P<0.05, FDR corrected, extent threshold=6 voxels). (d) Vowel production>silence contrast (P<0.05,

FDR corrected, extent threshold=6 voxels).
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gyrus (STG), and the superior temporal sulcus (STS) (P<0.05, FDR
corrected). The humming vs. silence contrast (Fig. 3c¢) showed
bilateral activation in the inferior pre- and postcentral gyrus as well
as the STG and the IFG (P<0.05, FDR corrected). The vowel
production vs. silence contrast (Fig. 3d) showed bilateral activation
in the inferior pre- and postcentral gyrus and the mid-portion of the
STG centered around Heschl’s gyrus (P<0.05, FDR corrected).
The extent of the STG activation was not as pronounced as it was
in the speaking and singing conditions.

Comparing singing with speaking

The singing more than speaking contrast (Fig. 4a) showed
bilateral activation in the mid-portion of the STG (right
significantly stronger than left; P<0.05), the most inferior aspect
of the central operculum, a small region in the inferior pre- and
postcentral gyrus, and the inferior aspect of the inferior frontal
gyrus (P<0.05, FDR corrected).

Comparing singing with humming

Singing compared to humming (Fig. 4b) showed strong
activation of the inferior pre- and postcentral gyrus, the mid-
portion of the STG, the STS bilaterally, and anterior portions of the
IFG (P<0.05, FDR corrected). The singing vs. humming contrast
looked similar to the speaking more than silence contrast. Since our
singing condition equals speaking with intonation, subtracting the
intonation should result in an activation pattern similar to that of
the speaking vs silence contrast.

Fig. 4. (a) Singing>speaking contrast (P<0.05, FDR corrected, extent
threshold=6 voxels). (b) Singing>humming contrast (P<0.05, FDR
corrected, extent threshold=6 voxels). (¢) Speaking>vowel production
contrast (P<0.05, FDR corrected, extent threshold=6 voxels).

Comparing speaking with vowel production

Speaking compared to vowel production (Fig. 4c) revealed
activation in the anterior as well as posterior parts of the inferior
frontal gyrus, most likely corresponding to BA 45 and BA 44, the
inferior part of the precentral gyrus bilaterally, the left middle and
posterior STG, the left STS, and the middle and posterior portions
of the right STS (P<0.05, FDR corrected).

Discussion

Our results showed a large overlap in activation patterns when
subjects sang or spoke bisyllabic words/phrases, articulated vowels
or hummed on two pitches. The overlapping regions of activation
included the inferior pre- and postcentral gyrus, the superior
temporal gyrus, and the superior temporal sulcus on both
hemispheres. Some variation across tasks was seen in the inferior
frontal gyrus activation which appeared strongest in the singing
and speaking tasks, and present, but to a lesser degree, in the
humming and vowel production tasks. This pattern of commonly
activated brain regions may constitute a shared neural network for
the motor preparation, execution, and sensory feedback/control for
both intoned and spoken vocal production.

We also found distinct regions of activation when singing was
compared with speaking or when speaking and singing were
compared with their appropriate control conditions (vowel
production and humming, respectively). The singing more than
speaking contrast revealed a pattern of activation that was very
strong in the anterior to mid-portions of the superior temporal
gyrus including Heschl’s gyrus, but also in the anterior portion of
BA 22 and BA 38. The activation was much stronger on the right
than on the left. Shown to be activated in various music studies
(Jancke et al., 2002; Gaab et al., 2003; Overy et al., 2004),
Brown et al. (2004) found BA 38 to be active in more complex
singing tasks compared to monotonic vocalization tasks. Griffiths
et al. (1998) found it to be more active with complex musical
sounds than with monotonic sequences while Zatorre and Belin
(2001) found that the activity in this region covaried with the
degree of spectral variation. Furthermore, there is clinical
evidence that resection of the anterior temporal lobe in the right
hemisphere results in impairments of melody processing (Samson
and Zatorre, 1988; Zatorre, 1985; Zatorre and Belin, 2001). Also
of interest is the additional activation of the most inferior portion
of the inferior frontal gyrus in the singing condition. This could
possibly indicate a functional subdivision of Broca’s region; the
more inferior portion may show greater activation in intoned
vocal production conditions than in spoken conditions. The
somatotopic relationships of the additional activation of the
middle and most inferior portions of the precentral gyrus may
indicate that oro-facial and possibly laryngeal movement
representations are more activated during singing than during
speech.

The speaking more than vowel production contrast revealed a
pattern of activation that could represent a rapid articulation
network (after controlling for basic motor processes associated
with relatively slow vocalization in vowel production tasks) that
includes higher order sensorimotor planning and preparatory brain
regions in the inferior frontal gyrus, as well as sensory feedback
regions in the middle and posterior STG and STS. Accurate
perception of one’s own vocal output is required for both singing
and speaking in order to use feedback information to make
necessary adjustments.
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The functional activation pattern of the singing more than
humming contrast is similar to the pattern of the speaking more
than silence contrast. This is not surprising since our experimental
design regards singing as “intoned speaking”. Thus, subtracting
intonation from singing leaves us with the neural correlates for
speaking.

Strong bilateral activation found in all four conditions might, at
first, seem to contradict the concept of hemispheric lateralization
for speaking (more left) and singing (more right) as has been seen
in at least one previous study (Riecker et al., 2000). The empirical
data that support the notion of hemispheric lateralization for the
expressive component of language have been obtained from
clinical case studies and neuroimaging studies involving primarily
covert language production tasks (Petersen et al., 1988; Caplan et
al., 1995, 1998; Burton et al., 2000; Wise et al., 2001). The few
studies that have used overt speaking tasks have described a more
bihemispheric network involving the pre- and postcentral gyrus as
well as the superior temporal gyrus (Brown et al., 2004; Guenther
et al., 2006; see also meta-analysis by Indefrey and Levelt, 2004).
As evidenced by this meta-analysis study, one of the probable
causes for the strong bihemispheric activations seen with our
experimental tasks is the overt nature of our tasks and the
involvement of both hemispheres in planning, lexical selection,
retrieval, self-monitoring, and word production (see Indefrey and
Levelt, 2004 for a review on this). A left hemisphere advantage
may be more typically seen in situations in which precise and rapid
auditory-motor interactions are required (Husain et al., 2005) while
right hemisphere advantage might be seen in situations with
reduced production speed (articulation rate may be slower in
singing than in speaking, potentially reducing the left hemispheric
advantage) considering the sustained vowels and syllable chunking
that is common in singing. The prosodic features inherent in music
(e.g., intonation, change in pitch, syllabic stress) may help speakers
chunk syllables into words and words into phrases, and it is
possible that this chunking is supported more by right hemisphere
structures than by left hemisphere structures.

The activation network (i.e., primary and secondary auditory
cortex in the STG, inferior premotor regions, primary sensorimotor
regions) that was seen when subjects were asked to repeat intoned
(singing condition) and non-intoned (speaking condition) words/
phrases is similar to an articulatory network best described by
Guenther and his colleagues (Guenther, 2001; Guenther and
Ghosh, 2003; Guenther et al., 2006). Based on imaging and cell
recording studies, Guenther proposed that three interacting
subsystems control speech production: an auditory and a
somatosensory feedback subsystem, and a feedforward control
subsystem. In this model, the superior temporal gyrus receives
projections from the frontal motor cortical areas that predict the
sound of one’s own voice and compare them with the auditory
feedback (Guenther, 2001; Guenther and Ghosh, 2003; Guenther et
al., 2006). The somatosensory feedback subsystem consists of
primary and higher-order somatosensory areas that encode tactile
and proprioceptive information for the sound being produced. As
the third component of the model, the feedforward control
subsystem involves cortico-cortical projections from premotor to
motor cortex (Guenther et al., 2006). Due to the timing of our
sparse temporal fMRI method, it is extremely unlikely that the
temporal lobe activation was caused by the perception of the
auditory stimulus that we asked the subject to repeat. We also
tested this by only doing the analysis without the first imaging time
point (thus, increasing the time between the end of the auditory

stimulus and the first acquisition). There was no difference in the
activation of the temporal lobe when all imaging time points were
used compared to only using ITPs 2—4 for the analysis. Thus, it is
very likely that the temporal lobe activation is related to hearing
one’s own voice and comparing this with the prediction of the
sound which may involve the inferior frontal lobe as well.

Our data support the notion that the majority of sensorimotor
processes for singing and speaking are shared (Guenther et al.,
1998; Jeffries et al.,, 2003; Brown et al., 2004). Nevertheless,
singing in comparison to speaking activated a larger network that
involved regions in the STG (particularly on the right), the inferior
aspects of the central operculum and the inferior frontal gyrus. This
larger network, in particular, the strong bitemporal lobe and the
additional frontal lobe activations, could reflect a greater bihemi-
spheric organization for singing and may also explain why
unilateral left frontal lesions affect speaking more severely than
singing, assuming that lexical access remains unimpaired (Gerst-
man, 1964; Geschwind et al., 1968; Geschwind, 1971; Gordon and
Bogen, 1974; Sparks et al., 1974; Yamadori et al., 1977; Brust,
2003).

Hickok et al. (2003) investigated neural processes common to
both aural perception and covert production for speech and music.
The task for speech stimuli consisted of listening to and then
covertly rehearsing nonsense sentences while the task for the music
stimuli consisted of listening to and then covertly humming
melodic tonal sequences. Brain regions found to be active for the
listening and production tasks for both speech and music
conditions included the left posterior Sylvian fissure at the
parietal-temporal boundary (Spt region), left posterior STS, left
and right premotor cortex. Additionally, the music condition
showed activation in the right posterior STS (Hickok et al., 2003).
Thus, these data support an overlap in the perceptual and
productive aspects of both speech and music as well as the
bihemispheric organization of music production tasks.

From a methodological perspective, our data support the use of
a modified sparse temporal sampling method that takes advantage
of the inherent delay in the hemodynamic response for imaging
production tasks in the scanner. Because of the challenges
presented, overt tasks are less commonly used than covert ones
(Hinke et al., 1993; Yetkin et al., 1995). In covert language studies,
subjects are instructed to silently produce speech; however, there
are several disadvantages to this approach. First, a covert task is
difficult to control since one cannot verify whether subjects have
actually carried out the tasks. Second, the timing of the covert
(silent) responses cannot be accurately measured or recorded.
Third, since the behavioral, motor, and perceptual components of
overt speech differ from those of covert speech, the neural
correlates of covert language tasks may also be different from those
of overt language tasks (Shuster and Lemieux, 2005). In a TMS
experiment, Aziz-Zadeh et al. (2005) showed that overt and covert
speech show some hemispheric differences. Stimulation applied
over the motor site in the right hemisphere did not effect covert
speech, but did impair overt speech.

The tasks used in our study differed from those in previous
studies (Perry et al., 1999; Riecker et al., 2000; Jeffries et al., 2003)
in that we employed control conditions that were functionally
equivalent to our experimental conditions and we controlled the
rate at which subjects responded. In order to control for the basic
motor processes associated with articulation in the speaking
condition, we employed a vowel production task. Similarly, we
used a humming condition to control for the low-level sensor-
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imotor operations of the singing mechanism and the pitch
information present in the singing condition. Thus, singing minus
humming should be similar to speaking minus the silence control
condition, and the results seen in Figs. 3a and 4c are indeed, very
similar. Furthermore, to ensure that the difference in activation
patterns observed between the singing and speaking conditions was
elicited solely by intonation and not by rhythm or lyrics, we used
the same words/phrases and production rate in both conditions,
thus allowing for the optimal comparison between the singing and
speaking tasks.

Our results suggest a large degree of overlap in neural
activation when subjects were asked to overtly repeat sung and
spoken words/phrases. The additional activation of the temporal
lobe (particularly on the right), central operculum, middle portion
of the primary sensorimotor cortex, and inferior portion of the
inferior frontal gyrus may hold the key to our understanding of
why a clinical disassociation between singing and speaking exists
in some patients with Broca’s aphasia who can sing the words of a
song, but cannot speak them, and why some therapies employing
intonation techniques have been reported to facilitate recovery in
such non-fluent aphasic patients.
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